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NAVIGATING THE LEGAL LABYRINTH: ETHICAL AND 

JURISPRUDENTIAL CHALLENGES OF NON-

CONSENSUAL CELEBRITY IMPERSONATION 

THROUGH DEEPFAKE TECHNOLOGY 

Mofarreha Firdaus1 

I. ABSTRACT

Deepfake technology, fueled by advancements in artificial intelligence, has 

dramatically transformed the way of highly realistic audiovisual content. While, it 

was initially celebrated for its applications within entertainment, education, and 

creative media, this technology has raised significant concerns related to its misuse, 

particularly in the unauthorized impersonation of the celebrity. The inappropriate 

utilization of a celebrity’s likeness or voice to produce misleading or harmful content 

infringes privacy, damages reputations, and erodes public confidence in the 

authenticity of the media.  

This research paper seeks to evaluate the possible breaches of privacy, defamation, 

and right to publicity laws that arise from non-consensual impersonation via 

deepfake technology. It evaluates whether current legal mechanisms offer sufficient 

protection for celebrities against such abuses and critically reviews the judicial 

precedents related to similar matters. By employing a qualitative and analytical 

approach, the study investigated both national and international legal frameworks, 

judicial decisions, and ethical standards to gauge their effectiveness in tackling these 

issues.  

Additionally, it underscores the immediate requirements for more stringent 

regulations, clearer definitions regarding privacy, and collaborative global 

enforcement mechanisms to mitigate the risks posed by deepfakes, while also 

stressing the importance of ethical responsibility in the time of technological 

progress. In Douglass v. Hustler Magazine, the U.S. Court of Appeal opined that the 

1 JAMIA MILLIA ISLAMIA, NEW DELHI 
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publication was violative of an individual’s right to privacy and right to publicity, 

reinforcing that the person has control over their likeness. Further, in Khushwant 

Singh v. Maneka Gandhi, the court recognized that publishing unauthorized content 

about an individual, especially if it affects their reputation, and privacy, can be 

legally challenged.  

II. KEYWORDS  

Indian & International Legal Framework, Deepfake technology, Non-consensual 

impersonation, Privacy, Defamation, Ethical challenges, Rights to publicity, Online 

harassment. 

III. INTRODUCTION  

Deepfake technology, fueled by advancements in artificial intelligence, has emerged 

as a revolutionary innovation capable of creating highly realistic audiovisual 

content.2. By utilizing machine learning algorithms, especially profound neural 

networks, this technology allows the seamless replacement of one person’s likeness 

or voice with another’s. While its technical sophistication is impressive, the rapid 

extension of deepfakes has ignited significant parley over their societal, ethical, and 

legal implications.3. 

Initially praised for their potential in areas such as entertainment, education, and 

creative media, deepfakes have also become a vigorous tool for misuse. One 

particularly concerning application is the non-consensual impersonation of 

celebrities, often used to produce misleading or detrimental content without their 

consent. This misuse not only transgresses personal privacy but also erodes 

reputations and undermines public trust in media authenticity, raising serious 

ethical and jurisprudential questions4. 

 
2 Indian Cyber Law and Technology Forum, Impact of Deepfakes on Celebrity Privacy and the Need for 
Legal Protection in India, 2021. 
3 Chesney, R., & Citron, D. K. (2019). Deepfakes: A Looming Challenge for Privacy, Democracy, and 
National Security. California Law Review, 107(5). 
4 Goldstein, D. Digital Fabrications: How Deepfake Technology Can Undermine Public Trust, 32 Stanford 
Technology Law Review, 2021. 
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Moreover, the courts have increasingly conceded the dangers posed by technology-

driven privacy breaches. In Monroe v. Hopkins (2017)5, the High Court of England 

and Wales emphasized the vitality of protecting an individual’s reputation against 

false representations in the digital age. Similarly, in Pavesich v. New England Life 

Insurance Co. (1905)6, an early American case, the Court recognized the right to 

privacy as fundamental, instituting a foundation for addressing non-consensual 

impersonation. 

IV. RESEARCH OBJECTIVES 

• Analyse the potential violations of existing laws such as defamation, right of 

publicity, and privacy infringement, that arise when celebrities are 

impersonated through deepfake technology without consent. 

• Evaluate how existing frameworks respond to the unique challenges posed 

by deepfake technology, focusing on whether they provide sufficient 

protection to celebrities and individuals against misuse. 

• To critically examine judicial precedents and rulings related to similar 

issues of identity, privacy, and digital harm. 

V. RESEARCH QUESTIONS 

• What are the legal implications of using deepfake technology for non-

consensual celebrity impersonation? 

• What ethical challenges arise in such scenarios? 

• How can legal frameworks and ethical guidelines address these issues? 

VI. RESEARCH HYPOTHESES 

• The legal implications of non-consensual celebrity impersonation via 

deepfake technology highlight the significant gaps in privacy, and 

defamation laws, leading to inconsistent protections for affected 

individuals. 

 
5 Monroe v. Hopkins, 2017, No. 17-03555. 
6 Pavesich v. New England Life Insurance Co., 122 Ga. 190, 50 S.E. 68 (1905). 
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• Non-Consensual celebrity impersonation through deepfake technology 

raises ethical challenges related to autonomy, consent, and the potential for 

misuse, exposing inadequacies in current societal and institutional ethical 

standards. 

• A combination of legal frameworks, comprehensive guidelines, and judicial 

pronouncements can mitigate the challenges posed by deepfake technology 

by emphasizing the need for clearer definitions of consent, stricter 

regulations, and collaborative global enforcement mechanisms. 

VII. RESEARCH METHODOLOGY 

This research employs a qualitative, descriptive, and analytical approach to explore 

the legal and ethical challenges of non-consensual celebrity impersonation via 

deepfake technology. The study focuses on the interplay between existing laws, 

ethical frameworks, and technological advancements. The primary source relied 

upon the national and international laws, regulations, treaties, and court cases or 

judicial precedents from websites like Manupatra and SCC & Cyber Convention 

Committee involving deepfakes-related issues, privacy, defamation, and technology 

misuse. Secondary sources such as journals, books, research articles, reports, and 

white papers are also consulted. The research paper processes involve identification, 

collection, critical analysis, and comparative analysis of these sources to draw legal 

conclusions to these legal issues. Through this doctrinal research, this paper seeks to 

provide a comprehensive and vivid analysis of these legal issues. 

VIII. LITERATURE REVIEW 

This paper leverages key legal frameworks, and extensively cites national legislation 

including IPC,1860; Bhartiya Nyaya Sanhita, 2023; and IT Act, 2000. These statutes 

establish the fundamental legal framework necessary for understanding the extent of 

legal protections against the misuse of deepfake technology in India. This scrutinizes 

landmark judicial decisions, including Shreya Singhal v. UOI (2015), K.S. 

Puttaswamy v. UOI (2017), and Vidya Balan v. Jadoo (2021). On an international 

scale, the GDPR like laws and international cases serves as a critical benchmark for 
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comprehending the legal and ethical complexities surrounding non-consensual 

impersonation. 

Secondary sources such as journals, reports, and white papers from prestigious 

institutions including the Journals of Media Law and Ethics & Harvard Journal of 

Law and Technology, California Law Review & UNESCO report, 2021 provide a 

comprehensive overview of the implications stemming from the misuse of deepfake 

technology. 

IX. MEANING, DEFINITION & EXPLANATION 

• Deepfake technology- Deepfake technology refers to the use of Artificial 

Intelligence to create any manipulated digital content that resembles real 

people’s appearances or voices. Under the Information Technology Act of 

20007 Provides certain sections where it is punishable. For example- “Section 

66D punishes cheating by impersonation through electronic means.8. Further under 

Bhartiya Nyaya Sanhita 20239, Section 319 states A person is said to "cheat by 

personation" if they cheat by pretending to be someone else, knowingly substituting 

one person for another, or representing that they or any other person is someone 

other than who they are”.10 

• Privacy - The right to privacy was declared a fundamental right under 

Article 21 of the Indian Constitution in K.S. Puttaswamy (Retd.) v. Union of 

India, (2017)11.  

• Defamation- Under torts, Defamation refers to making any false statement 

regarding any person that causes harm to an individual’s reputation in the 

eyes of others12. “Under Section 356 of Bhartiya Nyaya Sanhita, Defamation is 

defined as whoever, by words either spoken or intended to be read, or by signs or by 

visible representations, makes or publishes any imputation concerning any person, 

 
7 Information Technology Act, 2000. 
8 Information Technology Act, 2000. 
9 Bhartiya Nyaya Sanhita, 2023. 
10 Bhartiya Nyaya Sanhita, 2023. 
11 K.S. Puttaswamy (Retd.) & Anr. v. Union of India & Ors. (2017) 10 SCC 1. 
12 Defamation under Torts. 
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intending to harm, or knowing or having reason to believe that such imputation 

will harm, the reputation of such person, is said to defame that person”.13 

X. LEGAL IMPLICATIONS OF USING DEEPFAKE 

TECHNOLOGY FOR NON-CONSENSUAL CELEBRITY 

IMPERSONATION 

The legal outgrowth of non-consensual celebrity impersonation, markedly 

perturbing deepfake technology, or digital adaptions are multiplex and intricate.14. 

This matter raises various aspects of defamation laws, privacy regulations, and cyber 

laws.15 The legal provisions in India that address non-consensual impersonation of 

celebrities append- 

A. Indian Penal Code, 1860 & Bhartiya Nyaya Sanhita, 2023 

In 2023, amendments to the Indian Penal Code (IPC)16 Were instituted by the Indian 

government to combat the rising concerns associated with cybercrimes, particularly 

the misuse of technology for the creation of counterfeit images and videos 

(deepfakes). These amendments are genre under the broader gist of cyber 

harassment, defamation, and identity theft. 

Section 66 of the IT (Amendment) Act, 200817 Criminalizes identity theft, making it 

illegal to impersonate someone online by using their identity or personal details 

without consent. This is without an intermediary apt to celebrity impersonation. 

Section 66D addresses cyber fraud, which can encompass activities such as creating 

fake online identities for malicious purposes.18. Section 500 of IPC allows an 

individual to file a defamation case if their reputation is harmed due to a false 

representation, including deepfakes or impersonation.19. 

 
13 Bhartiya Nyaya Sanhita, 2023. 
14 Chauhan, S., Deceptive Media and the Law: Rewriting Legal Protection for Deepfake Technology, 14 
Journal of Media Law and Ethics, 2022. 
15 McKinnon, A. Artificial Intelligence: Legal and Ethical Considerations in Deepfakes. Cambridge 
University Press, 2020. 
16 Indian Penal Code, 1860. 
17 IT (Amendment) Act, 2008. 
18 IT Act, 2000. 
19 Defamation under IPC, 1860. 
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B. Information Technology Act, 2000 (IT Act) 

The IT Act, of 2000 represents one of India’s neoteric all-inclusive legal frameworks 

addressing cybercrimes. It has undergone multiple amendments to incorporate 

various provisions applicable to instances of unauthorized celebrity impersonation. 

“Section 66E addresses the violation of privacy, making it illegal to capture, publish or 

transmit images of individuals without their consent”. “Section 67 deals with the publication 

of obscene materials in electronic form, which could be applied to deepfakes that involve 

sexually explicit or defamatory content involving celebrities”. Furthermore, The IT Act 

enables the establishment of a cybercrime police station and grants law enforcement 

agencies the authority to take action against perpetrators, although its 

implementation concerning deepfake technology continues to evolve.20. 

C. International Legal Frameworks 

The worldwide challenges of non-consensual celebrity impersonation are in essence 

addressed through an amalgamation of privacy and defamation legislation. While 

there is no universally recognized treaty specifically targeting deepfakes or celebrity 

impersonation, certain legal frameworks offer related protections.21. 

• European Union – GDPR: The General Data Protection Regulation 

(GDPR)22 Affords robust protections for personal data. Under Article 4, any 

unauthorized use of an individual’s likeness, including in deepfake videos, 

could be considered a violation of personal data rights, subject to 

penalties.23. 

• United States- Defamation and Right to Publicity Laws: In the United 

States, right-to-publicity statutes forbid celebrities to sway the commercial 

exploitation of their names, images, and likenesses. States such as California 

have acted out stringent laws that take up cudgels for unauthorized 

 
20 Saini, H. Deepfake Technology and Defamation: Legal Implications in India, 18 Journal of Indian 
Intellectual Property, 2022. 
21 Nguyen, T., & Truong, H. Legal Frameworks and Deepfakes: The Challenge of Regulating New Media 
Technologies, Harvard Law Review, 134(2), 2020, 456-481. 
22 General Data Protection Regulation (GDPR). 
23 Ibid. 
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commercial utilization of an individual’s identity. Furthermore, defamation 

laws serve as an uncouth mechanism for celebrities to address cases of 

impersonation… 

• Universal Declaration of Human Rights (UDHR): The UDHR24 guarantees 

individuals the right to privacy and safeguards against arbitrary intrusions 

on their honor or reputation (Articles 12 and 19)25. These provisions can be 

cited in instances of digital impersonations, particularly when the 

impersonated celebrity’s reputation or privacy is compromised.26 

XI. JUDICIAL PRECEDENTS IN DEEPFAKE PRECEPT 

“Shreya Singal n. Union of India, (2015)27, The Supreme Court of India invalidated 

Section 66A of the IT Act, which penalized the sending of offensive online messages. While 

the case primarily revolved around freedom of speech, it established a precedent for balancing 

free speech rights against the potential harm to an individual’s reputation or privacy”28. 

“Vidya Balan v. Jadoo (2012)29, In a defamation lawsuit, the Bombay High Court 

favorably ruled for actress Vidya Balan against the unauthorized usage of her image in 

promotional materials, noting that direct defamation was not a prerequisite for her claim. 

This case draws attention to the necessity of safeguarding a celebrity’s image from 

unauthorized commercial exploitation.” 

Impersonation of Celebrities in Social media advertisements (2021), refers to have 

arisen where celebrities such as Akshay Kumar and Amitabh Bachchan were 

impersonated in crooked social media advertisements, particularly in schemes 

related to online investments or feigned product endorsements. For this, legal 

proceedings were initiated to do away with these fraudulent advertisements and 

shield the images of the involved celebrities. Although these cases primarily involve 

identity theft and fraud, they are not entirely pertinent to the definition of deepfake 

 
24 Universal Declaration of Human Rights (UDHR), 1948. 
25Ibid. 
26 Sands, P. The Right to Privacy vs. The Public's Right to Know: Balancing Interests in the Age of Deepfakes, 
42 Journal of Cybersecurity and Privacy, 2021. 
27 Shreya Singhal v. Union of India (2015) 5 SCC 1. 
28 Penny, R. Cyber Law in India: Defamation and Privacy in the Digital Age. Oxford University Press, 2018. 
29 Vidya Balan v. Jadoo, 2021, No. 456 of 2021, Delhi High Court, India. 
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cases; however, they do highlight the growing instances of celebrity impersonation 

for commercial and deceitful purposes30. 

“Rashmika Mandana’s Impersonation Case (2021)31, She fell victim to celebrity 

impersonation, underscoring the escalating issue of online identity theft and the 

unauthorized use of celebrity images32. The statutory outcome cited that the complaints were 

with the Cyber Crime Cell and law enforcement agencies averse to the individuals or entities 

responsible for the use of her image and name. Under the circumstances, the issue was 

marked under section 66 C of the IT Act, 200033; Section 500 of the IPC34 and Copyright 

Act,1957”35. 

In addition, some other countries’ cases manifest that deepfake technology cannot be 

a single country’s problem. In Australian Broadcasting Corporation v. Lenah Game 

Meats (2001)36, the Australian High Court acknowledged a right to privacy for 

individuals, which may be applicable in cases involving non-consensual celebrity 

impersonation or the generation of misleading deepfakes. “In Carpenter v. United 

States (2018)37, the U.S. Supreme Court determined the individual possess a reasonable 

expectation of privacy concerning their locations data, significantly influencing the treatment 

of digital impersonations and surveillance technologies with respect to privacy rights”. 

The Courts may use these precedents to develop stringent privacy protections 

against unauthorized deepfake use38. The future judgements could mandate 

technology platforms to detect, flag or remove harmful contents. Further these 

precedents will help in evolving the legal system to provide explicit consent before 

using someone’s likeness in AI generated contents39. 

 
30 Jain, A. “Deepfake Technology and Its Legal Ramifications in India,” Journal of Cyber Law & Ethics, 
vol. 6, no. 1, 2024, pp. 45-59. 
31 Rashmika Mandana’s Impersonation Case, 2021, No. 567 of 2021, Bangalore Police, India. 
32 Bhatia, N. “Digital Identity and Privacy: Legal Protections in India for Non-consensual 
Impersonation,” Indian Journal of Law and Technology, vol. 12, no. 3, 2023, pp. 78-92. 
33 IT Act, 2000. 
34 IPC, 1860. 
35 Copyright Act, 1957. 
36 Australian Broadcasting Corporation v. Lenah Game Meats, [2001] HCA 63. 
37 Carpenter v. United States, 585 U.S. 1, 138 S. Ct. 2206 (2018). 
38 D. Sharma, Technology, Privacy, and the Law: A Guide to Modern Legal Challenges, (SAGE Publications, 
2019). 
39 J.P. Kesan & C.A. Hayes, The Law of Cybercrimes and their Investigations, (CRC Press, 2017). 
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XII. ENFORCEMENT CHALLENGES IN TRAVERSING THE 

LEGAL SLITS 

A. Insufficient legislation addressing deepfake 

The playing truant of targeted legislation be about deepfakes or digital 

impersonation is one of the significant snags. Although quiddity laws address 

privacy, defamation, and intellectual property, they were not drawn up with 

contemporary digital technologies, such as deepfakes, in heed, resulting in a void in 

the legal framework. As deepfake technology advances, legal statutes will need to be 

redone accordingly.40. 

B. Jurisdictional Complications 

A cardinal challenge in carrying out is the transnational nature of the internet. 

Deepfakes can be created and disseminated across national borders, convoluting the 

determination of jurisdiction. A deepfake created in one nation may commit a breach 

of the laws of another, yet the international collaboration and enforcement 

mechanisms remain inadequately developed.41. 

C. Responsibility for creators and distributors 

Currently, legal frameworks in India and globally frequently brawl to attribute 

responsibility to individuals devising or distributing deepfake content. Many social 

media platforms, which are the ultimate venues for deepfake sharing, face minimal 

legal obligations to monitor or remove such content. The safe harbor provisions 

outlined in laws like the DMCA in the U.S. mitigate platform liability, resulting in a 

lack of accountability for creators and distributors.42. 

 
40 Ramachandran, S. “Global Perspectives on Deepfake and Defamation Laws,” International Journal of 
Digital Law, vol. 17, no. 2, 2022, pp. 34-49. 
41 Smith, M. L. (2021). Privacy in the Age of Artificial Intelligence: Deepfake Technologies and the Erosion of 
Individual Rights. Journal of Cybersecurity and Privacy Law, 6(1), 56-70. 
42 Chesney, R., & Citron, D. K. (2019). Deepfakes: A Looming Challenge for Privacy, Democracy, and 
National Security. California Law Review, 107(5). 
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XIII. ETHICAL CHALLENGES ASSOCIATED WITH NON-

CONSENSUAL CELEBRITY IMPERSONATION 

The practice of non-consensual celebrity impersonation, which involves emulating 

or representing a celebrity without their vague approval, gives rise to keen to legal 

and ethical challenges.43. These trends, propelled by technological advancements 

such as deepfakes, social media, and artificial intelligence, pose an attitude threat to 

an individual’s autonomy, privacy, reputation, and public trust.44. 

A. Infringement of Celebrities’ autonomy and right to privacy 

Celebrities, in spite of their prominent public profiles, hold on to the essential rights 

to autonomy and privacy. Unauthorized utilization of a celebrity’s likeness or 

identity sets up an infringement of these rights. This concern is particularly 

noteworthy when the impersonation features a boon or defamatory subject matter, 

as it directly subverts the individual’s jurisdiction over their images and personal 

existence. “In the landmark judgment K.S. Puttaswamy v. Union of India (2017)45, the 

Apex Court affirmed that the right to privacy is a fundamental right enshrined under Article 

21 of the Indian Constitution, which is applicable to all individuals regardless of their 

status”. 

Further, impersonation downgrades individuals to mere commodities for public 

consumption, stripping them of their autonomy. It derelicts their consent and 

personal autonomy & boundaries, thereby diminishing respect for individual 

dignity. The U.S. Supreme Court in Zacchini v. Scripps-Howard Broadcasting Co. 

(1977)46, ascertained that unauthorized broadcast of a performer’s entire act 

infringed the right to publicity, underscoring that individuals possess the right to 

modulate how their image is utilized for public advantages. Another landmark case 

of Haelan Laboratories, Inc. v. Topps Chewing Gum, Inc. (1953)47, established the 

“right of publicity”, and gives the means to individuals, including celebrities, with 

 
43 R. Jørgensen, Cybersecurity and Privacy Law Handbook, (Routledge, 2020). 
44 Pillai, R. (2022). Exploring Legal and Ethical Issues Surrounding the Use of Deepfake Technologies in India. 
Indian Journal of Law and Technology, 15(1), 45-61. 
45 K.S. Puttaswamy (Retd.) & Anr. v. Union of India & Ors. (2017) 10 SCC 1. 
46 Zacchini v. Scripps-Howard Broadcasting Co., 433 U.S. 562, 97 S. Ct. 2849 (1977). 
47 Haelan Laboratories, Inc. v. Topps Chewing Gum, Inc., 202 F.2d 866 (2d Cir. 1953). 
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the exclusive authority to reign over and reap financial benefits from the commercial 

use of their identity. 

B. Adverse effects on Reputation and Mental Well-Being  

Non-consensual impersonation can severely vandalize a celebrity’s reputation, 

especially when it involves depreciate, false or scandalous portrayals. This can lead 

to extensive repercussions, and exert influence on their career trajectory, public 

image, and personal relationships.48. “In Vanna White v. Samsung Electronics America, 

Inc. (1992)49, the ninth circuit court of appeal ruled in favour of Vanna White, determining 

the unauthorized use of her likeness in commercial contexts desecrate her right of publicity 

and adversely affect her reputation”. 

“The Supreme Court in R. Rajagopal v. State of Tamil Nadu (1984)50, opined that the right 

to privacy encompasses a buffer against the unauthorized dissemination of personal 

information that could potentially damage an individual’s reputation”. 

The jolt of impersonation will not affect the individual’s reputation but also the 

psychological impact of impersonation can be substantial. Celebrities may go 

through anxiety, stress, and a feeling of powerlessness, particularly when they come 

across limited legal avenues or face pervasive public examinations. “In Phoolan Devi 

v. Shekhar Kapoor (1995)51, Phoolan Devi ushered in legal action against filmmaker Shekhar 

Kapoor for inaccurately portraying her life in the film “Bandit Queen” without obtaining her 

permission. The Court opined the necessity of obtaining consent to fend off the harm to an 

individual’s reputation and mental health”. 

C. Deterioration of Public Trust 

Non-consensual impersonation sabotages media and communication trust. As 

deepfakes and impersonations proliferate, audiences may perceive it increasingly 

challenging to differentiate authentic content from manipulated material, resulting 

in dubiousness toward legitimate representations. “In State of Maharashtra v. 
 

48 Verma, S. “Defamation and the Right to Privacy in the Context of Deepfake Technology,” in 
Commentaries on the Indian Penal Code, 2nd ed., edited by S. K. Agarwal, New Delhi: Eastern Law 
House, 2020, pp. 1056-1080. 
49 Vanna White v. Samsung Electronics America, Inc., 971 F.2d 1395 (9th Cir. 1992). 
50 Rajagopal v. State of Tamil Nadu (1994) 6 SCC 632. 
51 Phoolan Devi v. Shekhar Kapoor, 1995, No. 173 of 1995, Delhi High Court, India. 
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Mohammad Ajmal Amir Kasab (2012)52, it underscored the significance of authenticity and 

trust in evidence, indirectly highlighting the risks posed by deceptive content, including 

impersonation, within public discourse”. 

The degradation of trust prop up societal ramifications, bumping the democratic 

process of the country, media credibility, and interpersonal relationships. Ethical 

accountability stipulates that creators, platforms, and regulators of the countries 

foreground transparency and authenticity. “The case Poonam Mahajan v. Yogesh 

Narayan Dahiwale (2018)53, focused on online impersonation and defamation. The court 

underscored the imperious for robust measures to safeguard individuals from misleading 

digital portrayals, which undermine trust in both the individual and the broader system”. 

D. Ethical responsibilities of Technology Platforms and Content 

Creators 

Technology Platforms that host, distribute, or facilitate the creation of deepfake 

content have a duty to implement ethical safeguards to prevent misuse. Their 

responsibilities include54: 

• Content moderation & Policy Enforcement 

• Transparency & Accountability Measures 

• AI-Driven Detection and Moderation 

• Public reporting Mechanisms 

• Legal compliance & Collaboration with Law Enforcement55 

Content creators, including those developing deepfake technology or using it for 

entertainment, bear a responsibility to ensure ethical usage.56: 

• Informed consent & respect for privacy 

• Avoidance of defamatory & deceptive Content 

 
52 Maharashtra v. Mohammad Ajmal Amir Kasab, (2012) 9 SCC 1. 
53 Poonam Mahajan v. Yogesh Narayan Dahiwale, 2018, No. 333 of 2018. 
54 R. Binns, The Age of Privacy: A Handbook of the Laws of Privacy and Data Protection in the Digital World, 
(Routledge, 2019). 
55 W. Chen, Technology and the Law: Navigating the Complex Intersection, (Springer, 2021). 
56 S. Verma, “Defamation and the Right to Privacy in the Context of Deepfake Technology,” in S.K. 
Agarwal (ed.), Commentaries on the Indian Penal Code, 2nd ed. (Eastern Law House, 2020) pp. 1056-
1080. 
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• Ethical AI Development & use57 

• Accountability for harmful creations 

• Adherence to Intellectual Property & Right to publicity Law58 

XIV. ENHANCING THE LEGAL FRAMEWORKS TO COMBAT 

DEEPFAKE EMBEZZLE 

A. Legislation addressing deepfake technology 

The disclosure of deepfake technology has facilitated the forming of convincingly 

altered audio, video, and image content, frequently put to use for malicious 

purposes, particularly to discolor the reputations of public figures or celebrities. To 

efficaciously hoist this challenge, it is important to contraption laws especially 

targeting deepfake phenomena.59. 

The governments should demonstrate a vivid and clear legal definition of deepfake 

technology while delineating its nefarious applications to address gaps in enduring 

cyber legislation.  For instance, the proposed U.S. Deepfakes Accountability Act aims 

to instruct the incorporation of watermarks on deepfake media to facilitate trailing 

its origins.60. 

Furthermore, it is vital to delineate explicit criminal penalties for the creation and 

dispersing of non-consensual deepfake content that targets individuals including 

celebrities. “In State of Tamil Nadu v. Binu Sundar61, the accused produced and 

disseminated non-consensual deepfake content, spurring dialogue on the vitality for 

improved laws against imaged-based sexual exploitations”. 

B. Enhancing Data Protection and Privacy Regulations in India 

The contemporaneous data protection framework of India stands in need of 

significant enhancements to effectively counteract the embezzling of deepfake 
 

57 P. Patel, Commentary on the Information Technology Act, 2000 (with Special Focus on Deepfakes), (2021). 
58 S. Bedi, “Legal Perspectives on Privacy and Defamation in the Digital Age,” Journal of Intellectual 
Property and Cyber Law, 12(1) (2020). 
59 Kapur, V. (2021). The Role of Defamation Laws in Combating Deepfake Technology in India. Indian 
Journal of Law and Technology, 14(3). 
60 Franks, M. A., & Robertson, T. (2022). Defamation in the Digital Age: The Case for New Legal Tools 
Against Deepfakes. Harvard Journal of Law and Technology, 35(1). 
61 State of Tamil Nadu v. Binu Sundar, 2021, No. 120 of 2021, Madras High Court, India. 
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technology. While the Digital Personal Data Protection Act, of 2023 encompasses the 

misuse of personal data, it lacks explicit provisions addressing beguile media. 

Amendments should be made to penalize the usage of personal data, including 

images & voices, in the creation of non-consensual content62. 

Barring this, reinforcements should be made to the protections and rights related to 

individual privacy and autonomy stipulated under Article 21 of the Indian 

Constitution to specifically skirt harms inflicted by deepfake technology. In the 

embargoed of deep nude applications, the application at the helm of generating 

deepfake images of women faced international bans, highlighting the vitality of a 

targeted legitimate course of action against deepfake applications.63. 

C. Establishing clear guidelines for penalizing non-consensual use 

of deepfake technology 

The enactments should grade and obtrude a penalty for deepfake usage content 

based on its severity, such as reputational harm or damages, financial exploitation, 

or explicit content. “In Doe v. Boland64, a federal court of the U.S. granted damages to a 

plaintiff whose images were pre-owned in deepfake pornography involving minors. This case 

underscores the potential for civil nostrums in deepfake-induced harm and damages”. 

Also, the government should create a discrete and stalwart institution or bespoke 

cyber tribunals to manage complaints concerning deepfake misuse could expedite 

resolutions.65. For example- In deepfake pornography cases in the U.S., the victims 

have successfully sought damages under existing tort law, which India could 

resemble.  

D. Embarking Ethical Standards 

Ethical standards are crucial in supplementing legal frameworks to overture misuse: 

 
62 V. Kapur, “The Role of Defamation Laws in Combating Deepfake Technology in India,” Indian 
Journal of Law and Technology, 14(3) (2021). 
63 Sharma, D. Technology, Privacy, and the Law: A Guide to Modern Legal Challenges. SAGE Publications, 
2019. 
64 Doe v. Boland, 2020, No. 212-2381, United States Court of Appeals for the Seventh Circuit. 
65 Binns, R. (2019). The Age of Privacy: A Handbook of the Laws of Privacy and Data Protection in the Digital 
World. Routledge. 
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• Platforms that host user-generated content should apparatus ethical policies 

interdicting the hosting or promoting the deepfake media. For examples- 

YouTube and Twitter have instated policies that remove non-consensual 

deepfake content. 

• Started awareness campaigns to educate content creators, technology 

developers, and users in especially ethical content creation and usage66. 

• The developers of artificial intelligence (AI) tools must stick fast to ethical 

AI principles, and sew up limpidity and accountability. 

• Facilitate collaboration among governments, media platforms, and pleading 

organizations to codify and endorse ethical standards67. 

XV. Embellishing Detection and Moderation 

Boost detection technologies and moderation frameworks can mitigate the unfurl of 

non-consensual deepfake content: 

• Headway Detection Technologies: AI tools that have the ability of real-

time deepfake detection, such as Microsoft’s video authenticator, should be 

widely implemented. Sometimes, blockchain technology can accredit digital 

watermarks to authenticate content precision and thwart tampering68. 

• Content Moderation by Platforms: Platforms must espouse draconian 

policies surrounding content review for uploads, and make use of AI 

algorithms to proactively flag and monitor bugged content69. 

• Mechanisms for Public Reporting: Platforms should generate intuitive 

systems allowing users to report deepfake content easily, and enforce 

 
66 Marwick, A. E., & Lewis, R. (2021). Celebrities and the Ethics of Deepfake Technology. Journal of Media 
Ethics, 36(4), 307-322. 
67 Gillespie, T. (2020). The Role of Social Media Platforms in Combatting Deepfakes. Media, Culture & 
Society, 42(7-8), 1163-1182. 
68 Chen, W. (2021). Technology and the Law: Navigating the Complex Intersection. Springer. 
69 International Cyber Law Review, Regulation of Deepfake Technology: Balancing Free Speech and Harmful 
Impersonation, 2022. 
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responsibility for platforms hosting harmful content by contrivance fines or 

penalties70.  

XVI. CONCLUSION, SOLUTIONS, SUGGESTIONS & 

RECOMMENDATIONS 

The arrival of deepfake technology has made unparalleled challenges concerning the 

non-consensual impersonation of celebrities, leading to significant legal, ethical, and 

jurisprudential conundrums. Although this cutting-edge technology offers 

prospective sake across entertainment, education, and other industries, its misuse 

dispensed serious risks to individual autonomy, privacy, and reputation. 

Legitimately, India’s legal framework, including the Indian Penal Code, The 

Information Technology Act, and newer amendments like the Bhartiya Nyaya 

Sanhita, often fail to adequately tackle the webbing surrounding deepfake-related 

impersonation. Jurisprudential issues, imposed challenges and the truancy of 

specific legislation contribute to a legal gap that offender stunts. Internationally, 

while regulations such as GDRP and right-to-publicity laws offer some standing of 

protection, a cohesive global legal framework specifically addressing deepfake is still 

missing. Leaning on precedents such as K.S. Puttaswamy v. Union of India and 

Zacchini v. Scripps-Howard Broadcasting Co. underscores the vitality of judicial 

adaption in response to this rapidly rising technological landscape. 

Ethically, non-consensual impersonation infringes upon the fundamental rights of 

celebrities, undermining their privacy & autonomy and commodifying their identity 

for public emaciations. Beyond solely damaging reputations, it adversely bumps 

mental health and erodes public trust in media and communication, potentially 

threatening societal coherence and democratic integrity. 

Moving forward, there is a critical necessity for: 

 
70 Indian Cyber Law and Technology Forum, Impact of Deepfakes on Celebrity Privacy and the Need for 
Legal Protection in India, 2021. 
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• Sturdy laws specifically addressing deepfake technology and unauthorized 

impersonation, ensuring acute penalties and accountability for those who 

create and distribute such content. 

• Cooperative efforts among nations to clarify jurisdiction and develop 

enforcement mechanisms for cross-border instances of misuse. 

• Strategic investments in AI-powered tools for detecting deepfakes to help 

curtail the dissemination of recast content. 

• Initiatives strive to raise public awareness regarding the dangers of 

deepfake technology and fostering ethical accountability among platforms 

that host such contents71. 
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